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ABSTRACT
The security community spares no effort in emphasizing security awareness and the importance of building secure software. However, the number of new vulnerabilities found in today’s systems is still increasing. Furthermore, old and well-studied vulnerability types such as buffer overflows and SQL injections, are still repeatedly reported in vulnerability databases. Historically, the common response has been to blame the developers for their lack of security education. This paper discusses a new hypothesis to explain this problem by introducing a new security paradigm where software vulnerabilities are viewed as developers’ blind spots in their decision-making. We argue that such a flawed mental process is heuristic-based, where humans solve problems without considering all the information available, just like taking shortcuts. This paper’s thesis is that security thinking tends to be left out by developers during their programming, as vulnerabilities usually exist in corner cases with unusual information flows. Leveraging this paradigm, this paper introduces a novel methodology for capturing and understanding security-related blind spots in Application Programming Interfaces (APIs). Finally, it discusses how this methodology can be applied to the design and implementation of the next generation of automated diagnosis tools.

1. INTRODUCTION
Despite the security community’s emphasis on the importance of secure software, the number of new vulnerabilities found in today’s systems is still increasing. According to the 2014 report by Symantec Internet Security [1], almost 7000 new vulnerabilities occurred in 2013. In addition, vulnerabilities that have been studied for years, such as buffer overflows and SQL injections, are still commonly reported. The inability to properly address security issues indicates that security problems will continue to have impact for the foreseeable future.
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Historically, a common response has been to blame the developers for their lack of security education. For example, in referring to the cause for the SQL injection issues that have lead to password database disclosures, one response was “[T]he popularity of the language has led to the rapid deployment of PHP sites and PHP-based content management systems by people who lack an education in web application security. Even though the risk of SQL injection in PHP should be fairly well understood, some organizations still end up deploying code that doesn’t implement proper security controls” [2]. Decrying the lack of security education, and thus blaming the developer, is easy to do in the case of a vulnerability.

This paper proposes a new security paradigm where software vulnerabilities are viewed as blind spots in developer’s heuristic-based decision-making processes. This paper’s thesis is that the nature of insecure software and increasing number of well-studied vulnerabilities lies in the developers’ mental processes. Instead of criticizing the lack of security education from the developer’s part, we argue that the problem is that developers use heuristics during their everyday programming tasks. Heuristics are unconscious human actions that do not use all information available to reach a particular decision or course of action, just like taking shortcuts.

When applied to everyday programming tasks, heuristics do not include security or vulnerability information, because software vulnerabilities represent uncommon cases not completely understood by developers and exercise unusual information flows. As a result, security thinking is usually left out from developer’s heuristics.

It is known in psychology that humans have been hardwired during thousands years of evolution for employing shortcut, heuristic-based decision-making processes [3, 4]. When faced with many choices, possibilities, and information, humans become overwhelmed and begin to make sub-optimal decisions due to their short working memory [5, 6]. Heuristics are an adaptive human response in such an environment. However, they can lead to errors with deleterious consequences.

Based on this security paradigm, this paper introduces a new methodology to capture, understand, and address security-related blind spots in Application Programming Interfaces (APIs). APIs are a large avenue for blind spots with great impact in software security because they are often leveraged by developers from outside groups. A developer assumes a certain API behavior, which
does not hold in special cases or across different implementations of the API. In this paper such a misconception is called a blind spot, which often creates security vulnerabilities in software leveraging the API.

The main idea of the proposed methodology is to identify areas in APIs where the API behavior expectation for the API designer and the application developer who uses the API diverge. The behavior expectation of an API is a person’s intuitive perception about the input to an API (causes), and the corresponding output (consequences). A blind spot is a divergence of the behavior expectation of the API designer and the application developer. It is similar to a blind spot in a vehicle, an area that cannot be directly observed by the driver and can potentially lead to hazards.

The methodology described in this paper specifically targets security-related blind spots in APIs. It focuses on APIs because they are particularly amenable to analysis: (i) they prescribe the methods by which a program interacts with external data, (ii) human-readable information such as documentation is frequently available about its behavior, (iii) there are common tools and techniques to log API calls and return values (e.g., at the application and the OS level), and (iv) misunderstandings about API behavior are often the root cause of security vulnerabilities.

This methodology leverages cognitive puzzles to capture, understand, and address blind spots in APIs. To get meaningful blind spot data for analysis, a large set of cognitive puzzles is generated from reports found in vulnerability databases and bug trackers. A cognitive puzzle is an exhibit question, which sharpens a respondent’s concentration by asking them to respond to a specific artifact. In this methodology, a puzzle is a question about a snippet of code capturing the vulnerability with extraneous information removed and necessary context information added. Sets of puzzles representing real vulnerabilities are distributed to developers through automated online surveys. After developers’ answers to the puzzles are collected, they are statistically analyzed to find the actual blind spots, their features and correlations among each other. If open-ended questions are also employed in the puzzle session, they can be analyzed with standard qualitative research triangulation methods [7] to increase the confidence of results interpretation. The features collected about blind spots can be used to build a supervised learning model [8] to find other blind spots in the same API. Figure 1 shows a high level view of the methodology.

This methodology can be leveraged to build automated tools to diagnose blind spots in APIs and perform other types of analyses. Blind spot knowledge can also be employed in automatic tools that cue developers on-the-spot about blind spot functions in an API during coding. Using a better understanding of blind spots, these tools can analyze program behavior with the blind spots that developers create mentally and use practically. This knowledge can also lead to a better understanding of how to design and construct APIs that have as few blind spots as possible, which will reduce the occurrence of vulnerabilities.

In summary, this paper has the following contributions:

1. A new security paradigm that views software vulnerabilities as blind spots (biases) in the heuristic-based decision making processes used by developers.
2. A methodology leveraging this paradigm for capturing, understanding and addressing blind spots in APIs.
3. A discussion of how such methodology can be applied in the design of the next generation of automated tools for vulnerability prevention, detection and analysis in code leveraging APIs.

This paper is organized as follows. Section 2 discusses the heuristic-based decision making processes used by humans and how it relates to software vulnerabilities. Section 3 describes in details the proposed methodology for capturing, understanding and addressing blind spots in APIs. Section 4 describes how this methodology can be leveraged to build automated diagnosing tools for APIs. Section 5 discusses related work. Section 6 summarizes the paper’s lively discussion among the NSPW attendees. Finally, and section 7 concludes the paper.

2. SECURITY PARADIGM: HEURISTICS AND VULNERABILITIES

Psychology research has shown that during evolution, humans have become hardwired for shortcut and heuristic-based decision-making processes [3]. Heuristics are cognitive processes that people use to make judgments, decisions and perform tasks [9]. They are simple computational models that allow one to quickly find feasible solutions and that do not necessarily use all information available. Heuristics represent an alternative to optimization models that use all information available and always compute the best solution.

As psychological processes, heuristics are very useful as they require less cognitive effort to perform a particular task. Humans have a short working memory, which makes some cognitive processes difficult [10] when they are confronted with too much information, possibilities, and choices. In such cases, humans employ sub-optimal decision-making processes and tend to make mistakes [5]. This argument is reinforced by Zipf’s principle of least effort [11], which states that people use as little effort as necessary to solve a problem. Heuristics are an adaptive response to human’s limited working memory. They tend to have high predictive accuracy, especially when information is scarce, but they can lead to severe biases and errors [9] in decision making and ensuring correctness of tasks.

Kieskamp and Hoffrage [12] also argue that under time pressure, a common situation in software development environments, people tend to adopt heuristics that are even simpler, and that do not require much integration of information. According to Thorngate [9], people tend to ignore information or leverage a small amount of information in their heuristics because (i) they do not notice certain issues of a particular problem, (ii) they do not care about the problem being solved that much, (iii) there are small or infrequent decrements in reward that result from their ignorance or misuse of relevant information about the problem in hand, and (iv) the time and effort to use it properly may be more costly than any decrease in payoffs associated with their occasional sub-optimal choices.

The security paradigm introduced in this paper views software vulnerabilities as blind spots (biases or errors) in developer’s heuristic-based decision-making processes. In other words, developers introduce vulnerabilities in software because they use heuristics to make decisions and perform their tasks. When program developers are constantly making heuristic-based decisions, consciously or unconsciously, these heuristics are mostly about finding a solution.
or an efficient solution to a particular problem. As software vulnerabilities lie in corner cases and unusual information flows, security thinking tends to be left out of the heuristics adopted by developers.

3. UNDERSTANDING SECURITY BLIND SPOTS WITH COGNITIVE PUZZLES

This section describes a methodology for capturing and understanding blind spots in APIs. This methodology is based on the proposed paradigm that software vulnerabilities are blind spots in developers’ heuristic-based decision making processes.

Knowledge of blind spots improves our understanding of the information developers include and leave behind while making programming decisions. This understanding can be leveraged to improve software security by building automated diagnosis tools that focuses on these blind spots (Section 4) and designing APIs by taking into account these common developer’s biases. The proposed methodology focuses on API blind spots because APIs are particularly amenable to such type of analysis. Due to ambiguity in portions of API documentations and hidden assumptions, developers often have misconceptions about API behavior, which leads to vulnerabilities in software leveraging the API [13].

Specifically to APIs, the hypothesis addressed by this methodology is that blind spots are programmer’s misconceptions about certain portions of an API and are caused by the developer’s heuristic-based decision-making processes. The goal of the methodology is to locate security-related blind spots and understand their causes, where they are commonly located, and how to detect and address them. This methodology, detailed in the next subsections, is illustrated in Figure 1.

Please notice that the focus of this methodology is on API-related blind spots, which often cause vulnerabilities in software leveraging the API. However, there are software vulnerabilities which are not API-related and are not considered in the proposed methodology. For example, consider a web application that prompts a login authentication page. Now assume that the authentication module provides different messages for the case of an inexistent user name (“Invalid user name!”) and valid user name, but wrong password (“Authentication failed!”). This program contains a security vulnerability because it allows an adversary to discover valid user names, which facilitates later brute-force or dictionary attacks [14]. However, this type of vulnerability is out of the scope of the proposed methodology. We only focus on API-related vulnerabilities, where the vulnerability lies on a blind spot related to the behavior of an API function. Classic examples of API-related vulnerabilities are buffer overflows [15] (strcpy() function) and Time-To-Check-To-Time-To-Use (TOCTOU) [16] (access() and open() functions) vulnerabilities.

This work considers software vulnerabilities as a subset of software bugs [17]. A software bug is an error or a fault in the program’s design or implementation that causes the program to act in an unpredictable or erroneous way. A general bug is usually a failure from the part of the developer to implement certain functionality according to the software specification of requirements. A software vulnerability is a weakness in the design or implementation of a piece of software that allows it to be exploitable by an adversary in a way that compromises security: the program integrity, the confidentiality of sensitive data handled by the program, or the availability of functionality to the end users. Vulnerabilities are also a defect or bug because they cause the software to behave in ways its developers did not intend it to behave. As security is usually not treated as a first class citizen in most software development projects, security requirements are seldom specified. As argued by this paradigm, due to the heuristic-based decision-making processes adopted by people, non-specified and non-priority aspects of software development will likely to be left out of developers working memory. On the other hand, if a security requirement is specified but not met, it is considered a software defect that is not a vulnerability. Figure 2 illustrates these relationships.

3.1 Extracting Potential Blind Spots from Common APIs

Potential blind spots can be extracted in one of two ways. The first possibility is to manually collect a great number of potential blind spots in the form of vulnerabilities and bug reports from common APIs (JavaScript, POSIX, C library, etc.) as the primary data to be analyzed. These vulnerabilities can be collected from vulnerability databases like SecurityFocus [18], NVD [19] and OSVDB [20], and bug trackers of popular software projects, such as Firefox, Apache, Thunderbird, SeaMonkey, etc. The main idea in this approach is to discover whether a particular blind spot is common. In essence, this is checking to see if known vulnerabilities are likely to be repeated by multiple developers. In this case, all vulnerabilities and bugs collected are very likely to be blind spots.

The second technique is to look at the possible calls to an API and use this to find potential blind spots. One way of performing this is to use fuzzing [21] or symbolic execution [22] to find out which variations of parameters impact the output in non-obvious ways. One could then derive potential blind spots for these cases and use them to understand blind spots in general. This essentially sweeps the space of possible blind spots and tests programmers on their understanding. While the search space may be impractically large for complex APIs with a great number of functions, this will have more complete coverage than the prior technique.

3.2 Converting Vulnerabilities into Cognitive Puzzles

After the collection phase, these potential blind spots are manually transformed into cognitive puzzles that can capture the developer’s understanding (or misunderstanding) about them.

A puzzle is an exhibit question, which sharpens the respondents concentration by asking them to respond to a specific statement, story, or artifact. The goal is to give the respondent a hint to examine and draw out a recollection, interpretation or judgement [7]. The puzzle is not a mere reproduction of a vulnerability (blind spot). It is a short code snippet that formulates the underlying problem in an intelligent way, exercising it, adding all necessary context, and removing unnecessary noise. Noise is removed in a careful way, as vulnerabilities are often located in hidden cases and also in unusual information flows.

3.2.1 A Blind Spot and Puzzle

As an example of what a blind spot is and how its corresponding puzzle can be generated, consider a recently reported vulnerability in the Python urllib library that makes web applications vulnerable to man-in-the-middle attacks [23]. The urllib library provides a SSL protocol API to Python applications. However, the function urllib.open (used by a client to open a SSL connection with a server) does not validate certificates received from the server. Normally when an application (SSL client) or API checks SSL certifi-
It ensures that there is a chain-of-trust from a root certificate (preloaded onto the system) to the provided certificate. While the end-to-end encryption of SSL provides integrity and confidentiality, certificate checking validates the authenticity of the site. As a result of this vulnerability, any malicious party can provide a certificate claiming to be an official website, and the fake certificate will be trusted.

Consider the snippet of code below from a hypothetical Python SSL client, where the client needs to connect to a server via SSL, fetch the certificate, check whether it is valid (signed properly) and belongs to the server the client is attempting to connect. Also, suppose a web server exists with a valid certificate issued by a root CA for puzzles.poly.edu.

```python
responsefileobj = urllib.urlopen('https://puzzles.poly.edu')
```

This code snippet can be presented to a developer as a puzzle, where the assumptions mentioned above are provided and the following questions (open-ended and/or multiple choice) are asked.

1. Will the `urlopen` call succeed or fail? Why?
2. If the client uses the site’s IP address (1.2.3.4) instead of the server name, will the `urlopen` call succeed or fail? Why?

For question 1, the connection succeeds because `urlopen` correctly establishes an SSL connection for the given page. This is a basic question that we expect any programmer to answer correctly if they understand the basics of the API and SSL. For question 2, one might expect the connection to fail because the server will not have a certificate for its IP address. However, the connection will succeed because `urlopen` does not validate certificates. This question checks whether the developer understands how SSL works in general: the certification validation process involves checking whether the name on the certificate (puzzles.poly.edu) is the same as the host that the client is attempting to connect via SSL (1.2.3.4). For questions 3, the SSL client is a web browser that validates certificates. As puzzles.poly.edu will send a valid certificate during the SSL handshake process, the connection will succeed. For question 4, the connection will fail because the browser cannot match the host being connected (1.2.3.4) with the server name on the certificate. The situation described in question 5 is a classic man-in-the-middle attack. The connection with the bogus web server will succeed because `urlopen` does not validate certificates. If programmers have a blind spot about the fact that `urlopen` fails to validate SSL certificates, we would expect them to answer questions 1, 3, and 4 correctly, but give incorrect answers for 2 and 5.

On applying such methodology, puzzles can be given to developers in three formats: multiple choice, open-ended questions, or a combination of both. The use of only multiple choice questions streamlines the analysis of the results. On the other hand open-
ended questions can provide richer insights on the nature of blind spots.

3.3 Understanding Blind Spots

Each potential blind spot collected and transformed into a puzzle will be related to an API function, which will have a number of attributes, such as number, types, and order of parameters, category (memory, I/O, string, network, etc.), frequency of changes, and popularity. The answers to the puzzles can provide a deeper understanding about security-related blind spots, which include:

1. Which potential blind spots are real blind spots? In other words, which API functions have behavior not well-understood by the majority of developers?
2. How do blind spots correlate with one another? For example, do developers that have blind spots for memory functions with a certain number and types of parameters also have blind spots for the same type of I/O functions from the same API?
3. What features all blind spots have in common?
4. Which API areas, for instance, memory, I/O, string, network etc., are more likely to cause blind spot in developers?
5. Do developers tend to make the same type of assumptions in functions they have blind spots?

In statistics, one way to abstract a concrete problem is to extract some features to create some abstract dimensions. In the case of potential blind spots, examples of features are the attributes of the API functions and developer’s score on the puzzles. Each feature is a dimension in an abstract high-dimensional space. Statistical methods such as Analysis of Variance (ANOVA) [24] and Principal Component Analysis (PCA) [25] can be used to analyze the data in this space and measure correlation among data samples. In particular, PCA can find a principal component (a vector in the d-dimensional space) that along this vector, data points are highly correlated. It can be used to find what developers think in common, and how their thoughts deviate in other dimensions.

Features extracted from actual blind spots and the set of actual blind spots can be used to train a machine learning classifier that can find other blind spots in the studied API. This blind spot knowledge can also be used to estimate the likelihood that an unseen API contains a certain set of blind spots.

4. APPLICATION TO DIAGNOSIS TOOLS

This section discusses applications of the proposed methodology to capture and understand blind spots in APIs: making use of blind spots’s knowledge from developers to prevent, detect and analyze vulnerabilities in software using the API. This knowledge also allows for the inference of unknown blind spots in other APIs.

4.1 Blind Spot Checking

The collection of blind spot functions, their expected values according to developers and ground-truth values specified by an API expert can serve as input to dynamic diagnosis tools. An intuitive direction for an automated tool for blind spot detection is to construct a model capturing the characteristics of blind spots, and compare this model with developer’s expectations of behaviors for the same API. This approach is advantageous compared to traditional ones. By leveraging the knowledge about blind spots, such tool can target more general APIs and can be used to check vulnerabilities in a wide variety of applications. Rather than finding the generic root cause of software vulnerabilities, the majority of today’s diagnosis tools target at domain-specific problems by applying application-specific techniques, such as log analysis [26], program system call graphs [27], reverse engineering [28], and model checking [29].

One possibility is to compare program execution traces with blind spots (found through the methodology described in Section 3) during application execution. For example, with the information collected about blind spots a model of blind spot functions in the API can be built. As part of this model, the tool will have access to which functions are actual blind spots and what values and types of parameters indicate a misunderstanding of the API blind spot function from the developer’s part as shown at runtime. For functions identified as blind spots, the majority (but not all) of the developers will use the function in a way that will cause unintended consequences, which can lead to vulnerabilities. These cases should be detected and flagged by the tool at runtime.

Therefore, the blind spot model generated for APIs will cover the portions of APIs that are not well-understood by the majority of developers. As shown in Figure 3, areas well understood are the facts about an API that are widely recognized and accepted, and thus encoded in the developer’s heuristics. In the methodology proposed here, the puzzles exercise portions of the API that may or may not be blind spots, with the goal to find actual blind spots, i.e., portions of an API not well-understood by the majority of the developers.

The knowledge about a particular API’s blind spots can also be used in tools that automatically cue developers on-the-spot about the usage of blind spot functions with examples of poorly-understood usage. This type of tool can be integrated with IDEs and popular coding text editors, such as VI or emacs.

4.2 Inferring Unknown Blind Spots

A promising approach to analyze and infer unknown blind spots is to leverage Fuzzy Clustering [30] theory to estimate the likelihood that an API contains a certain set of blind spots. The blind spots can be discovered through the proposed methodology in Section 3. The input is a particular API, which can be classified into having more than one blind spot, with a goodness score indicating the strength
of the association between the input API and a particular blind spot. Fuzzy Set theory [31] is particularly relevant for this problem because it allows one to define the likelihood of an element belonging to a set, by the degree of membership.

The main idea is to categorize the features of blind spots to form a feature space, from which feature vectors for each API and blind spots can be created. For example, the number, type and order of parameters, returned values and type of an API indicate the input and output. Allocated memory, network and I/O operations are the behavioral features of an API. These discrete features can be projected into a high-dimensional numeric space where classification algorithms can be applied. Based on the feature vectors, the distance between the API and blind spots can be calculated according to a membership function. The classification process takes the distance into account to determine how likely an API has a blind spot. The assigned membership level indicates the strength of the association between an unseen API and the severity of a particular blind spot.

By identifying potential blind spots, this information can be used to further examine the API using puzzles (Section 5), thus increasing the accuracy of diagnosing tools for that particular API.

5. RELATED WORK
The security paradigm and methodology proposed leverages knowledge from the areas of vulnerability analysis, human factors in software development, information security perception and economics, and automated diagnosis tools. This section discusses relevant related work in these areas.

5.1 Vulnerability Studies
The first effort towards understanding software vulnerabilities appeared in the 1970’s through the RISOS Project that investigates security flaws in operating systems [32]. Around the same time, the Protection Analysis study [33] focused on developing vulnerability detection tools to assist developers. Other vulnerability studies followed, such as the taxonomies by Landwehr et al [34] and Aslam [35]. In the 1990’s, Bishop and Bailey [36] analyzed current vulnerability taxonomies and concluded that they are imperfect: depending on the layer of abstraction that a vulnerability was considered, it could be classified in multiple ways. Crandall and Oliveira proposed a view of vulnerabilities as fractures in the interpretation of information as it flows across boundaries of abstraction [37].

There are also discussions about the theoretical and computational science of exploit techniques and proposals for explicit parsing and normalization of inputs [38–40]. Bratus et al. [38] discussed the view that the theoretical language aspects of computer science lie at the heart of practical computer security problems, especially exploitable vulnerabilities. Samuel and Erlingsson [40] proposed input normalization via parsing as an effective way to prevent vulnerabilities that allow attackers to break out of data contexts.

Researchers have also studied vulnerability trends. Browne et al [41] determined that the rates at which incidents were reported to CERT could be mathematically modeled. Gopalakrishna and Spafford [42] analyzed software vulnerabilities in five critical software artifacts using information from public vulnerability databases to predict trends. Alhazmi et al [43] presented a vulnerability discovery model to predict long and short term vulnerabilities for several major operating systems. Anbalagan and Vouk [44] analyzed and classified thousands of vulnerabilities from OSVDB [20] and discovered a relationship between vulnerabilities and exploits. Wu et al [45] performed an ontology-guided analysis of vulnerabilities and studied how semantic templates can be leveraged to identify further information and trends. Zhang et al [46] analyzed vulnerabilities from the NVD database using machine learning to discover the time to the next vulnerability for a given software application.

There are also studies on developer’s practices. Meneely and Williams [47] studied developers collaboration and unfocused contributions into developer activity metrics and statistically correlated them. Schryen [48] analyzed the patching behavior of software vendors of open-source and closed-source software, and found that the policy of a particular software vendor is the most influential factor on patching behavior.

The difference between these works and the proposed paradigm is that it leverages human psychology to understand the nature of software vulnerabilities.

5.2 Human Factors in Software Development
Using human factors in technology research is not a new concept. Curtis, Krasner, and Iscoe [49] studied the software development processes by interviewing programmers from 17 large software development projects. They tried to understand the effect of behavioral and cognitive processes in software productivity. They believed software quality in general could be improved by attacking the problems they discovered in this exploratory research. They summarized the study by describing the implication of their interviews and observations on different aspects of the software development process, including team building, software tools and development environment and model.

Others also recognized the role of cognition in program representation and comprehension [50], design strategies and patterns [51], and software design [52]. These studies show the evolution of design paradigm and development tools from task-centered to human-centered. Current software development tools are very good at pinpointing errors and making sensible suggestions to avoid problems later. New derivatives are created to assist programmers. They have helped the software development process to be less error-prone in general. These studies paved the way for understanding secure software development from the human viewpoint, as being proposed in this paper.

Wurster and van Oorschot [53] argue that the security community should conservatively view developers as the enemy and take the security of systems out of their hands. This is achieved by developing security technical solutions instead of assuming developers will be educated to do the right thing. The paradigm proposed here is complementary to the author’s claim by proposing to increase the probability of developers thinking about security issues through cueing on-the-spot.

5.3 Information Security Perception
The concept of blind spots is intimately related to the way developers perceive security and the risk of software vulnerabilities while programming. Risk is the probability that an undesirable event will occur and it has been shown to have the potential to influence people’s attitudes and attention [54]. There is broad research addressing risk and information perception of non-expert Internet users.
Asgahpours et al [55] advocate the use of mental models of computer security risks for improvement of risk communication to non-expert end users. Based on the literature, the authors leveraged five mental models, as simplified internal concepts of how something works in reality: Physical Safety, Medical Infections, Criminal Behavior, Warfare, and Economic Failures. Their user study showed that people’s mental models of security risks correlated with their level of expertise.

Garg and Camp [56] adopted the classic Fischhoff’s canonical nine dimensional model of offline risk perception [57] to better understand online risk perceptions. A user study was performed to identify the dimensions of online risk perceptions of end users. Results obtained for online risks differed from the ones obtained for offline risks. In addition, the severity of a risk was the biggest factor in shaping risk perception.

In the area of decision-making Garg and Camp [58] identified systematic errors by decision-makers leveraging heuristics as a way to improve security designs for risk averse people.

All these studies consider information security perception from the non-expert end user viewpoint and not from developers’ perspective.

5.4 Economics of Computer Security

One of the arguments of this paper is that due to people’s working memory limitations, basic functionality and performance issues leave very little room for security thinking while developing software. Psychological research [12] also documents that under time pressure, people tend to use even simpler heuristics requiring less integration of information. This hypothesis corroborates many studies in the area of economics of computer security that argue that developers have “perverse” incentives [59] to develop insecure software, such as time-to-market pressures and lack of accountability.

There are several studies that have investigated issues related to the economics of computer security. In a classic paper, Anderson [59] discusses how society provides very high economic incentives for a market of insecure software. The party who is in a position to protect a system is not the party that suffers the results of a security failure. The computer software and systems market selects software and systems that reach the user quickly and as feature-rich as possible. In a similar fashion, Herley [60] argues that the user’s rejection of security advice is rational economically. On one hand, the received advice offers users protection from the direct costs of attacks, such as identity theft. On the other hand, it burdens the users with indirect costs in the form of cognitive effort, such as time invested trying to understand complex security tips. Similarly, Herley argues [61] that “more is not the answer”, but that security advice should be effort neutral.

5.5 Diagnosis Tools

Rather than finding the generic root cause of software vulnerabilities, the majority of today’s diagnosis tools target at domain-specific problems by applying application-specific techniques. There are several categories of these tools.

The work in validation of API behaviors for vulnerability detection include runtime verification [62], logic formalisms [63] and model-based testing [64]. These techniques are effective at finding bugs that persist in an API, but many of them are difficult or impractical to use.

Subtle and complicated vulnerabilities in software systems depend on specific sequences of APIs execution. Some work has focused on centralizing distributed processes in order to avoid the asynchronous communication and to properly apply application-specific model checking [65].

Several tools have been developed for fault or vulnerability detection that use machine learning algorithms [66]. Supervised machine learning (ML) derives a signature from application traces or network packet traces [67].

6. WORKSHOP DISCUSSION

In the lively discussion of this paper during the workshop, Bob Blakley noted that the psychological difficulty of choice is what Alvin Toffler called “future shock”. Abe Singer suggested that Google could try giving developers the right answers to secure code, as developers heavily rely on Google results while coding. He also noted that API names and documentation are actively misleading. Ben Edwards argued that developers are responsible for not checking security issues, but there is also a testing failure involved.

Nathaniel Husted thinks that there is a chain of custody issue that holds API developers responsible for security issues involving the API. Jeremy Epstein argued that the threat environment might change between time of API design and use. Sean Peisert wonders whether developers might be “lazy” or afraid of what they might find in code if they examine it further. Michael Locasto pointed out that the goal of using an API is to reduce developers’ workload via abstraction. Thus, developers shouldn’t have to break out of the idea of encapsulation and examine API issues further.

Konstantin Beznosov suggested looking at work on use of checklists in healthcare as a source of techniques for helping developers making good decisions. Tom Longstaff noted that the decision-making literature assumes developers know where the blind spots are. Richard Ford stressed the importance of cueing reinforcement and Anil Somayaji suggested employing cues like a game process to increase cueing effectiveness.

Jeremy Epstein also mentioned that people used to write code which was designed to suppress warnings without fixing the associated problems. He gave the example of a Debian developer who created a vulnerability in OpenSSL by making a modification to suppress a warning.

Mary Ellen Zurko wonders which one is harder: finding blind spots or cueing developers. Paul van Oorschot thinks that there is also an incentive problem, as developers are rewarded based on productivity.

Wolter Pieters thinks that the authors are actually proposing to change the content of developer’s heuristics to include security information, which the authors agree. Andreas Poller questioned whether the blind spots are simply lack of knowledge, or developers know that they are in a context where the security knowledge applies, but they are not incentivized to use this knowledge. Tom Longstaff thinks that the authors need to consider the demographics and education level of developers taking puzzles, as it will change the set of blind spots discovered. Ben Edwards thinks that the blind
spots are not programming language agnostic. Finally, Steve Myers suggests a clear separation of blind spot discovery (crowdsourcing) and cueing developers.

7. CONCLUSIONS

This paper re-evaluated the root cause of software vulnerabilities as blind spots in the heuristics developers employ during their everyday decision-making processes. Evolution has hardwired humans for shortcut heuristic-based decision-making processes as an adaptive defense against their short working memories. Heuristics require less cognitive effort to solve problems because they do not use all information available, but they can lead to serious errors in judgment.

This paper’s thesis is that as vulnerabilities lie in hidden cases and uncommon information flows, security thinking is not included in developers’ heuristics. Then, programming paths with hidden assumptions become blind spots. The paper also proposed a methodology for capturing and understanding security-related blind spots in APIs that leverages this paradigm. This methodology involves the creation of cognitive puzzles exercising potential blind spots, which are presented to a large number of developers.

Considering vulnerabilities from a Psychology viewpoint is not well explored and the authors believe that this hypothesis helps explain why the number of vulnerabilities keeps increasing, and why well-understood vulnerabilities are still commonly reported.
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